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Fair Use

§ Beyond creating run rule compliant results, how the results can be used is governed by SPEC
□ The source of the result must be clear (e.g. who produced the results)
□ The date of the result must be clear and correct
□ All SPEC trademarks must be referenced (e.g. SPEC Accel)
□ Metrics must be disclosed.     (e.g. SPECaccel_acc,   SPECspeed 2017 Integer, SPECspeed 2017 

Floating Point) 
§ Derived metrics may be used provided the SPEC metric is given. (e.g. score per $) 

□ Basis of comparison is disclosed (if applicable) (e.g. my result is 20% faster than xxx) 

§ Full fair use rules can be found at: https://www.spec.org/fairuse.html
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SPEC Score

§ SPEC Score = geometric mean of all benchmark component ratios 

§ “Ratio” means: runtime on reference machine (given)	
median(runtime of your measurement)

□ SPEC Score of reference machine is “1”

§ Reference machines
□ For SPEC OMP2012
§ Sun Fire X4140, 2xAMD Opteron 2384, 8 cores, 2 chips, 4 cores/chip, 2.7 GHz

□ For SPEC Accel
§ SGI C3108-TY11,  NVIDIA Tesla C2070,  Intel Xeon E5620 2.4GHz

ØHigher is better
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Results - http://spec.org/accel/results/accel.html
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SPEC Score

§ Lets take a look at base vs. peak:
§ https://www.spec.org/accel/results/res2017q3/accel-20170726-00092.html
§ or go to Accel OpenMP results and search the entries for “LADMP00AP” (“system”), 

pick the result (“html”) from “Technische Universitaet Dresden”

§ Lets take a look at energy:
§ http://spec.org/accel/results/res2017q2/accel-20170515-00073.html
§ or go to Accel OpenMP results and search the page for “Pedestal”, pick the second 

result (“html”)
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Note: This result is from SPEC Accel v1.1. Current version is v1.2. For 
demonstration purposes, this is fine!



SPEC Score: base vs. peak (backup)
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SPEC Score: base vs. peak (backup)
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SPEC Score: base vs. peak (backup)
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SPEC Score: base vs. peak (backup)
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SPEC Score: base vs. peak
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SPEC Score: energy (backup)
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Comparing Results

§ For both SPEC OpenMP2012 and SPEC MPI2007, most results are part of a 
scalability or comparison study.
□ Increasing MPI ranks
□ Testing different compilers
□ ...

§ The next charts are created from published results!
§ Take a look online....

§ Note that you cannot compare results between versions or between data sets!
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System and Interconnect Comparison
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• Cray XC30: 
- 2x Xeon E5-2697 v2 (24C)
- Cray Aries interconnect
- Cray MPI
- Dragonfly

• NEC HPC1812Rg-2 node: 
- 2x Xeon E5-2650 v4 (24C)
- Intel Omni-Path interconnect
- Intel MPI 
- Fat tree

• HPE SGI 8600 node: 
- 2x Xeon Gold 6148 (40C)
- Dual-rail InfiniBand 4X EDR
- HPE SGI MPI 
- Enhanced hypercube

Xeon +Aries
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Same Programming Model on Different Hardware
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Compiler Evolution – PGI and Cray OpenACC
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Comparing Different MPI Libraries and OSes
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SPEC OMP2012
Performance and Energy
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SPEC ACCEL OpenCL
The effect of ECC (Using results for NVIDIA K40c, base)
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Comparing Partial Results – Academic Fair Use

§ E.g., Cray and IBM compilers support OpenMP 4.5 offload to GPUs. This shows the 
potential of the Cray compiler but at that time only 6 of 15 benchmarks worked!

§ Non-published results are “SPEC estimate”
§ Rpeak

□ KNL-7210: 2.60 Tflops
□ K20: 1.17 TFlops

Ratio: 2.2x
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SPEC Score (estimate) Speedup

Benchmarks KNL(MCDRAM) 
Intel

KNL(DDR4)
Intel

K20
Cray 

KNL(MCDRAM)
vs K20

KNL(DDR4)
vs K20

503.postencil 1.99 0.700 1.26 1.6x 0.6x

504.polbm 3.42 0.754 0.898 3.8x 0.8x

514.pomriq 2.71 2.72 1.11 2.4x 2.4x

555.pseismic 2.83 1.06 1.43 2.0x 0.7x

560.pilbdc 8.43 1.97 4.61 1.8x 0.4x

570.pbt 27.4 20.2 18.2 1.5x 1.1x

Geometric Mean 2.1x 0.8x



And Now for Something Totally Different

§ HPL vs. SPEC OpenMP 2012
§ How much information is publically available about Top500 results?
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Comparing Results – Advanced Search

§ Let’s use the search function on the home page:
□ Advanced Search:
§ https://www.spec.org/cgi-bin/osgresults?conf=omp2012
§ Indiana University, Power8 results, showing compiler, sort by compiler first, thread count second.

§ Yes, you could have done that using copy and paste, but imagine doing this with 
SPEC CPU2006 results!
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Comparing Results – Advanced Search
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Comparing Results

§ Dump all Records as CSV
□ https://www.spec.org/cgi-bin/osgresults?conf=omp2012
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Use Cases

• System, accelerator and software vendors

• Application developers

• Users and HPC centers

• Researchers

• HPC tool developers
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Use Cases – Vendors

• Marketing

• Drive benchmark development

• To utilize state of the art hardware/software features

• Internal validation suite

• Compiler

• OMP / MPI runtime libraries

• Prepare for RFPs (procurement)
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Use Cases – Application Developers

• Include their application in the benchmark suite
• See results on a lot of different systems.

• Compare hardware and software stack
• Compilers

• Parallel runtimes

• Different versions of processors

• Different interconnects
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Use Cases – HPC Centers

• Include the benchmarks in the RFP (procurement) process
• ORNL used the SPEC benchmark suites (OMP, ACCEL) during Summit acceptance
• Test compliance of vendor and open source compilers

• Use them for performance regression testing
• Hardware
• Software

• System configuration and tuning

• Power consumption
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Use Cases – Researchers

• Scalability studies

• Novel implementations of parallel runtime libraries

• Detailed power consumption studies

• Comparison of parallel programming paradigms
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Use Cases – HPC Tool Developers
• MUST

• Implements MPI runtime correctness analysis and reports deadlocks, mismatches in types or collective 
arguments and scales to more than 16k MPI ranks.

• SPEC MPI L2007 v2 (ref) up to 2k ranks used to
• Evaluation of general tool runtime overhead, i.e., (runtime with tool) / (runtime without tool) 
• Evaluation of the influence of specific changes in the analysis or tool infrastructure (e.g. guarantee to provide 

complete results when the application crashes). 
• Publications: http://www.itc.rwth-aachen.de/go/id/fddi/lidx/1/file/540356

• Archer / ThreadSanitizer
• Data race analysis for OpenMP programs
• SPEC OMP (train) up to 12 threads used to evaluate tool runtime overhead for data race detection.

• Publication: http://www.itc.rwth-aachen.de/go/id/fddi/lidx/1/file/706852

• OMPT Interface of Intel/LLVM OMP runtime
• OMPT (OpenMP tools interface) implementation in the LLVM/Intel OpenMP runtime
• Requirement by Intel: negligible overhead in the absence of a OMPT tool
• SPEC OMP 2012 (ref) was used for evaluation of the overhead of the OMPT implementation and 

acceptance test of the OMPT implementation.
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Use Cases – MUST (MPI Correctness and Deadlocks)
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Use Cases – Archer / ThreadSanitizer (Data Race Det)
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Thank you!

Contact
SPEC Headquarters: info@spec.org
Swen Boehm: boehms@ornl.gov
Mayara Gimenes: mayara@udel.edu
Robert Henschel: henschel@iu.edu
Veronica G. Vergara Larrea: vergaravg@ornl.gov
Junjie Li: lijunj@iu.edu
Sandra Wienke: wienke@itc.rwth-aachen.de

Questions?

November 17, 2019 SC19 SPEC Tutorial, Part C: Interpreting and publishing SPEC results 36


